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1 EXECUTIVE SUMMARY 1 

The purpose of this document is to provide a description and implementation 2 
guideline for automating key elements of the cyber threat intelligence life-cycle 3 
process of collection, identification, ingesting, processing, and correlation to es-4 
tablish derived actions. As envisioned, the document is targeted at organizations 5 
wanting to automate and use cyber threat intelligence processes for defending 6 
their enterprise. This document is equally useful to Information Sharing and Anal-7 
ysis Organization (ISAO) members and the ISAOs that are participating or con-8 
sidering participation in automated sharing efforts. 9 

This document comprises a technical discussion and guidelines to assist organi-10 
zations implementing automated cyber threat intelligence information sharing and 11 
its utilization in mitigating cybersecurity risks. Intelligence efforts have been gen-12 
erally characterized as strategic, operational, or tactical.1 This guide is focused 13 
on the area of tactical intelligence utilization that can benefit an enterprise and is 14 
dependent on an information-sharing ecosystem that can support automated 15 
sharing of cyber threat intelligence. 16 

Throughout the document, the terms cybersecurity information sharing and infor-17 
mation sharing are used synonymously. 18 

2 INTRODUCTION 19 

The “ISAO 300-1 Introduction to Information Sharing”2 document published by 20 
the ISAO standards organization in September 2016 provided an overall context 21 
for the critical importance of information sharing among those addressing and en-22 
gaged in the management of cybersecurity risks. 23 

An essential element within the context of those dealing with their organizational 24 
cyber risks is the availability of cyber threat intelligence. This intelligence pro-25 
vides the information and analysis needed to better understand the situational 26 
awareness of the environment in which they are operating. This knowledge sup-27 
ports the decision making and actions taken to justify and manage risks to organ-28 
izations. Shown below is Figure 1 from the referenced document. It depicts the 29 
overall context for information sharing discussed in the ISAO 300-1 document. 30 

                                            
1 See the Intelligence and National Security Alliance resources discussing this breakout at 

https://www.insaonline.org.  
2 https://www.isao.org/products/isao-300-1-introduction-to-information-sharing/. 

https://www.insaonline.org/
https://www.isao.org/products/isao-300-1-introduction-to-information-sharing/
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 31 

Figure 1. Context for Information Sharing 32 

Further, 300-1 noted, “Threat intelligence reports are a broad category of cyber 33 
threat information ranging from high-level trending reports to detailed analysis of 34 
specific campaigns. Vendors, governments, and independent organizations pro-35 
duce various types of reports, including open source intelligence reports. Some 36 
are targeted at specific incidents; some are predictive, while others describe the 37 
current state of the cyber threat landscape. These reports can include the full 38 
range of cyber threat intelligence providing strategic, tactical, and immediate re-39 
sponse value. The report can include campaign, threat actor, Tactics, Tech-40 
niques and Procedures, and other threat indicator information. Some reports are 41 
the result of several years of analysis and tracking of cyber threats.” 42 

This guide is focused on tactical considerations that organizations should be ad-43 
dressing as recipients of threat intelligence information. This document does not 44 
directly provide guidance on the important aspect of how they can also be poten-45 
tial sources (publishers) of threat intelligence that can be shared with others 46 
through the application of more automation. 47 

2.1 FRAMING CONCEPTS 48 

To support understanding of what automation is, where it can be applied, and 49 
how it can be applied to threat intelligence sharing, it is important to understand 50 
the following three concepts: 51 

1. How threat intelligence is used: This is described in the Information Life 52 
Cycle Model Section 2.1.1. 53 
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2. The notion of structured and unstructured data and how that impacts the 54 
ability to automate processes associated with it: This is described in the 55 
Structured and Unstructured Data Section 2.1.2. 56 

3. What do we mean by automation?: This is described in the Levels of Auto-57 
mation Section 2.1.3.  58 

2.2 AN INFORMATION LIFE-CYCLE MODEL 59 

The first framing concept relates to activities that are basic elements of threat in-60 
telligence process and use. By understanding how threat intelligence is used, it 61 
helps identify where automation can best be applied. 62 

One common example of useful threat intelligence is “Indicators of Compromise 63 
(IOCs),” which generally are a piece of information that if observed on a network 64 
or operating system will indicate with high confidence a computer intrusion. To 65 
use such information, you first must collect it and provide it to systems that can 66 
process these as IOCs as part of an intrusion detection system. 67 

For an enterprise, the “information life cycle” relates to the application of cyber 68 
threat information sharing designed to improve the detection and mitigation of 69 
cyber threats and consists of six basic activities.3 70 

 71 

1. Creation or Collection: generating or acquiring cyber threat information 72 
2. Dissemination: distributing information to those elements and systems 73 

that will use, process, and analyze the information 74 
3. Storage: short and long-term retention of information for use in analytical 75 

processing, alerting and forensic analysis or hunting efforts using data-76 
bases, or other searchable repositories  77 

4. Processing: aggregating, transforming, correlating, and analyzing stored 78 
information to identify applicability of the information or derived information 79 
to the operational security of the enterprise or its information  80 

5. Use: automating the application of measures to counter identified threats 81 
to the enterprise or applying the threat information to support operational 82 
actions to detect or minimize the impact of threats of primary importance 83 
and for use in any organizational decision making  84 

6. Disposition: implementing and enforcing policies for the retention and 85 
disposal of information to retain the effectiveness of automation efforts. 86 

                                            
3 The information life cycle is taken from “OMB Circular A-130, Transmittal Memorandum #4” 

and is further described in the second draft of NIST SP 800-150 (though not in the final version). 

Creation or 
Collection

Dissemination Storage Processing Use Disposition
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2.3 STRUCTURED AND UNSTRUCTURED DATA 87 

The second framing concept is on the nature of the information being shared.  88 

Automation lends itself well to structured data, especially that which is machine 89 
readable, whereas humans are often better at working with some forms of un-90 
structured data, such as verbally communicated information. Structured data are 91 
associated with a predefined data model, whereas unstructured data may consist 92 
of a narrative. 93 

Using or selecting a more structured source of data an organization can increase 94 
the options for automation. Some examples of structured are those employing 95 
Structured Threat Information Expression (commonly referred to as STIX), Com-96 
mon Vulnerability Reporting Framework, other Extensible Markup Language 97 
(XML) approaches, or some product-specific format. 98 

Technologies do exist for supporting the transformation of unstructured data into 99 
more structured and machine-readable information—for example, the technology 100 
that unpins the ability of various home assistants (Amazon Alexa or Google 101 
Home) to turn voice commands into actions. 102 

For some forms of unstructured data, especially large data sets, artificial intelli-103 
gence and other specific technologies can provide levels of analysis that would 104 
not otherwise be available through other means. 105 

2.4 DIFFERENT TYPES OF AUTOMATION 106 

The third framing concept is what do we mean by automation in the context of 107 
threat intelligence sharing. 108 

To help organizations think about automation and assess where automation can 109 
be used, we define five levels of automation for information sharing. 110 

Level 1:  

No automation 

• Communication, processing, decision making, and actions 
all require human involvement. 

• Tools such as email, telephone, VoIP, chat tools would be 
used but their use is initiated by humans, and the consump-
tion, processing, and action are all initiated by humans. 

• Example: Threat intelligence is shared via a phone call be-
tween two or more individuals who make the decision on 
how to act on that information and manually make changes 
to their firewall rules based on the information shared. 

Level 2: 

Manual process 
supported 

• Communication, processing, decision making, or action is 
supported by technology that automates some element, but 
other elements still require human action to complete the 
process. 
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 111 

3 PART 1: PLANNING 112 

This section contains information that organizations can use to help plan intro-113 
ducing automation into an existing information-sharing process or introduce a 114 
new automated process. 115 

3.1 ESSENTIAL CONSIDERATIONS FOR AUTOMATING 116 

CYBER THREAT INTELLIGENCE SHARING 117 

The following considerations need to be discussed when planning for the auto-118 
mation of threat intelligence: 119 

• Comprehension of the ecosystem where information sharing takes place  120 

through  
automation 

• Example: Threat intelligence is automatically published by 
one organization to an email distribution list. The email is 
read by the threat intelligence officer, who decides whether 
the intelligence is applicable to the organization and manu-
ally updates the threat detection tools with information pro-
vided in the email.  

Level 3: 

Semi-automated 
process 

• Communication, processing, decision making, and action 
are automated, but it requires human review and approval 
at some stage in the process before action is taken. 

• Example: The technology suggests changes to firewall 
rules and is also capable of making the changes automati-
cally, but it requires human approval before changes are 
made. 

Level 4: 

Automated  
process with hu-
man  
involvement 

• Communication, processing, decision making, and action 
are automated, but there remains active human oversight. 

• Example: The technology automates changes to firewall 
rules based on provided threat intelligence. Humans ac-
tively review alerts and change logs at regular intervals, 
which provide details of what has changed and the infor-
mation that led to the automated decision to make change. 

Level 5: 

Full automation 

• Communication, processing, decision making, and action 
are automated and human oversight is minimal or non-ex-
istent. 

• Example: Malware is detected on a device. A calculated 
hash of the malware is automatically sent to a centralized 
internal threat repository supporting a publish-subscribe ca-
pability. The subscribed firewalls, intrusion prevention, and 
mail gateways can now recognize the malware at the pe-
rimeter. Internal devices are then alerted to search for the 
specific instance of the malware. No human is needed to be 
involved.  
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• Determination of who the stakeholders are 121 

• Agreement of goals and purpose for information sharing 122 

• Determination of what information is meaningful to share 123 

• Agreement on meaning of information 124 

• Agreement on standards 125 

• Agreement on protocols for exchange 126 

• Determination of how information will be shared and used. 127 

3.2 CYBER THREAT INTELLIGENCE ECOSYSTEM 128 

The cyber threat intelligence ecosystem is formed by companies, governmental 129 
entities (such as the Automated Indicator Sharing system), groups, and individu-130 
als, whose interactions may be formal or informal. Those interactions result in the 131 
sharing of various types of cyber threat-related information to help others know, 132 
understand, analyze, and react to threats to information and information system 133 
components. Some elements of this “community” or ecosystem are sources of 134 
indicators of newly identified cyber threats and others serve as aggregators and 135 
may provide searchable data bases of historical and new threat information. 136 
Some may provide analysis of the threats and procedures or capabilities to pre-137 
vent or mitigate the effectiveness of threats. A number of service providers offer 138 
an array of electronic products to automate the receipt of threat data of interest. 139 
Often interactions among members of this “community” can further broaden the 140 
knowledge of threats and collective methods of deterring, reducing the effective-141 
ness or negating specific threats or categories of threats. 142 

Organizations wanting to capitalize on the vast array of cyber threat intelligence 143 
must fully understand what produces value for their efforts, as well as how they 144 
can become more effective users of cyber threat information by capitalizing on 145 
the use of appropriate automation capabilities. 146 

3.3 STAKEHOLDER ENGAGEMENT  147 

Information sharing involves multiple stakeholders both within your organization 148 
and external to it. Stakeholders can be at the governmental, regulatory, organiza-149 
tional, departmental, and individual level. Some or all stakeholders may need to 150 
be engaged when automating information-sharing processes. 151 

3.3.1 PARTIES OR ROLES OF PARTIES THAT HAVE 152 

THE NEED AND AUTHORITY TO EXCHANGE 153 

SPECIFIC INFORMATION 154 

While some information is open and freely available, other critical information can 155 
only be shared with specific parties for specific purposes. One simple model 156 
used in some information-sharing environments to identify a sharing policy is the 157 
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Traffic Light Protocol (TLP).4 Safety, security, and privacy must be designed into 158 
the foundation of information-sharing environments and specifications. Producers 159 
and consumers must have a clear understanding of how shared information can 160 
and cannot be used. Creating clear policies and agreements will minimize misin-161 
terpretation of requirements. An information exchange policy framework,5 as an 162 
example, identifies areas that should be addressed in such policies. 163 

In support of safe and secure information sharing, the identity of the parties that 164 
information may be shared with is required in support of the authorization of 165 
those parties to participate in specific exchanges and/or to access kinds of infor-166 
mation (based on its semantics). The Health Insurance Portability and Accounta-167 
bility Act is an example of a set of requirements in the medical community that 168 
specifies what kind of information (the information semantics) may be shared 169 
with what parties under what conditions. 170 

There are multiple identity and authorization technologies. These technologies 171 
tend to provide either identity, role based, and/or attribute-based access control. 172 
Typical technologies include Security Assertion Markup Language, Web Services 173 
Security, and Web Authorization (OAuth). 174 

Identity and authorization technologies are frequently combined with encryption 175 
technologies to keep communications safe and private. 176 

3.4 AGREEMENT ON THE ORGANIZATIONAL GOALS AND 177 

PURPOSES FOR INFORMATION SHARING 178 

Agreement on the organizational goals and purpose for information sharing 179 
within an organization, and with other members of the information-sharing eco-180 
system that the organization belongs, is essential. It is helpful to define success 181 
criteria for programs to automate information-sharing processes so that all par-182 
ties are aligned or understand the needs of others—for example, focusing re-183 
sources on automating processes that add most value to the organization.  184 

Communication and agreement on goals becomes more important for peer-to-185 
peer sharing, especially where any programs to automate the sharing have sub-186 
stantial cost implications for the parties involved. 187 

3.4.1 AGREEMENTS FOR AUTOMATING  188 

CYBER THREAT INTELLIGENCE INFORMATION 189 

SHARING 190 

Information sharing can be a process that’s human to human, machine to ma-191 
chine, or machine to human. For both humans and machines, there must be 192 

                                            
4 See the Forum of Incident Response and Security Teams discussion of TLP at 

https://www.first.org/tlp/. 
5 Ibid, https://www.first.org/iep/. 

https://www.first.org/tlp/
https://www.first.org/iep/
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some agreement as to what exchanged data means, how it is to be communi-193 
cated, and with whom. For machine-based communications, those agreements 194 
must be in a structured and standards-based form that enables such communica-195 
tions to be effective, accurate, and secure. Humans are more able to handle “un-196 
structured” information. 197 

The layers of agreement must ultimately include the following: 198 

• What information is meaningful to exchange within a community  199 

‐ Based on business needs, use cases, and processes 200 

• The meaning of information to be exchanged 201 

‐ Based on vocabularies, conceptual models, and semantics 202 

• Patterns and protocols for exchange 203 

‐ Based on kinds of interactions and protocols 204 

• The terms, codes, and syntax used to exchange the information 205 

‐ Based on natural languages, data formats, and schema 206 

• How information is to be exchanged 207 

‐ Utilizing voice, paper, networks, communications links, or infor-208 

mation repositories 209 

• The parties or roles of parties that have the need and authority to ex-210 

change specific information 211 

‐ Based on the access rights to specific information, sharing agree-212 

ments, identity, and authorization. 213 

We say the above must be agreed upon because, ultimately, all parties in a com-214 
munication must agree on these things or act through some mediator that partici-215 
pates in such an agreement. Without all these agreements in place, useful and 216 
secure information sharing is impossible, regardless of how it is realized. With 217 
those agreements in place, resources can be allocated by each party to enable 218 
communications based on the agreements and leverage the resulting information 219 
sharing in support of their internal processes and objectives. Note that some-220 
times multiple layers of agreement are compressed into a single artifact—we will 221 
discuss the advantages and disadvantages of this below. 222 

For machines to be able to share information, these agreements must be in 223 
some machine-processable and formalized form—preferably based on recog-224 
nized standards. Standards reduce the time, cost, and risk of sharing information 225 
and provide for leveraging information sources, technologies, products, and ser-226 
vices built around those standards. For human-to-human communications, natu-227 
ral languages are often used; however, in many cases, human-centric 228 
information may be structured as forms, spreadsheets, or reports. 229 
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Fortunately, many of these agreements come “prepackaged” in industry-stand-230 
ard, open-source, and commercial products. Users and communities can lever-231 
age these packaged capabilities. While standards have advantages, it should be 232 
recognized that there will be no one technology, data format, or schema that will 233 
be used for all information sharing relevant to cyber security—agility and flexibil-234 
ity in being able to communicate with many diverse parties and technologies, and 235 
understand their information, is key to being a successful collaborator in any 236 
community. 237 

3.5 DETERMINATION OF WHAT INFORMATION  238 

IS MEANINGFUL TO SHARE 239 

The scope and detail of information sharing is based on the common needs, 240 
evolving knowledge of the threat environment, use cases, and processes within a 241 
community. These drive the requirements for the other layers of agreement that 242 
are the foundations for any successful sharing initiative. Meaningfulness within a 243 
community is derived from the needs and capabilities of the participants and a 244 
negotiation of what is to be shared. 245 

The concept of an information-sharing community is important as it identifies the 246 
current and potential parties that may want to share information for specific pur-247 
poses. It provides scope and context for sharing agreements at all levels. Cyber 248 
threat intelligence is such a community that may also have more specific commu-249 
nities within that scope (like malware reporting) and may interact with other com-250 
munities, such as law enforcement. That communities also interact suggests the 251 
need for communities, agreements, and standards that include but go beyond 252 
cyber threats. 253 

The smallest information-sharing community is two specific parties that have 254 
agreed to share some specific information in a specific way. This “point-to-point” 255 
kind of sharing is typical of many legacy systems and processes. The issue with 256 
point-to-point sharing is that it is very costly and anti-agile. Every point-to-point 257 
interaction must be agreed, designed, and implemented. As organizations partici-258 
pate in many (sometimes hundreds or thousands) of such point-to-point agree-259 
ments, it becomes almost impossible to change their processes, systems, or 260 
internal databases. 261 

At the community level, flexibility and inclusiveness are key. The ability to share 262 
information within a community should not be confused with the rights or agree-263 
ment for a specific entity to share specific information with another entity. In iden-264 
tifying scope, anything that may be of interest within the community for any 265 
process or specific set of actors should be considered. Rights, agreements, and 266 
privacy are then managed after the community level needs are established. 267 
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3.6 AGREEMENT ON MEANING OF INFORMATION 268 

For any set of parties to communicate, they must have a shared understanding of 269 
the meaning of the information—there must be agreement as to what the data is 270 
about and what the data represents. For informal human-to-human communica-271 
tions, subject matter expertise and a shared vocabulary may be sufficient. For 272 
automated information sharing, the meaning, or semantics, must be explicit to 273 
guard against risky misinterpretation and costly redundant implementations. The 274 
degree to which semantics is explicit and independent of the data formats and 275 
technologies will, to a large degree, determine how flexible and safe information 276 
sharing will be. This is discussed below. 277 

Explicit semantics may come in many forms at various levels of formality and 278 
generality. At one end of the spectrum are vocabularies and definitions. Good 279 
terms and definitions are essential but may suffer from being a “human only” arti-280 
fact that machines can’t understand. Vocabularies also tend to be human lan-281 
guage specific (e.g., written in French) such that communications across different 282 
countries remain difficult and error prone. 283 

At the other end of the spectrum are conceptual models and ontologies that are 284 
intended to capture semantics represented in formalized languages such as Sim-285 
ple Knowledge Organization System, Unified Modeling Language, Web Ontology 286 
Language or Common Logic. These models may be used as “reference models” 287 
to mediate between different data formats and technologies and may also be lev-288 
eraged to automate application needs like reasoning, correlation, simulation or 289 
pattern matching. 290 

Even information-sharing communities with no explicit formalized semantics must 291 
have some implicit semantics behind the information they share, otherwise data 292 
would be meaningless. However, failure to specify explicit semantics in some 293 
way risks dangerous misunderstandings or failure to enable meaningful commu-294 
nications among all parties. 295 

3.7 AGREEMENT ON STANDARDS 296 

Any information exchange will have a syntax and some form of structure or set of 297 
terms used within that syntax to identify data elements representing the seman-298 
tics of meaningful information. Humans use natural language syntax, machines 299 
typically use some form of data structure or schema. Common examples include 300 
XML Schema, Entity–Relationship Model E/R Models, Resource Description 301 
Framework Schema, and Integration Definition Function Modeling (IDEF-0).  302 

Data schema specify a specific way to efficiently “package” data representing 303 
meaningful semantics, using a specific technology, for some specific purpose, 304 
exchange, or process.  305 

Internal applications and the database management system (DBMS) also have 306 
schema, frequently representing the same semantics as what is share; however, 307 
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it is not required and generally not effective to require internal application schema 308 
to have to match external information-sharing schema, even when they share the 309 
same semantics. It is best to “decouple” internal systems and databases from ex-310 
ternal information sharing to allow each to evolve and be managed inde-311 
pendently. Also, most organizations will have multiple sharing partners that use 312 
different schema. 313 

The same or related information semantics may be packaged in different schema 314 
for different purposes, applications, or different exchange partners. In some leg-315 
acy systems, semantics are only specified in terms of data schema definition 316 
text, which makes it difficult to share and correlate information across different 317 
schema. It is best practice to define semantics independently based on stake-318 
holder-relevant concepts and then map technology-focused data schema to the 319 
semantic definitions. Requiring this separation of concerns makes it less risky 320 
and costly to manage change and support multiple applications and exchange 321 
partners. 322 

3.8 AGREEMENT ON PROTOCOLS FOR EXCHANGE 323 

There are a limited number of patterns for information exchange implemented by 324 
many technology protocols. The basic exchange patterns are as follows: 325 

1. Query of information repositories: This is a “client-driven” model where 326 
some data store, service, repository, or “data lake” is “queried” for infor-327 
mation the client requires. There must be some prior agreement or specifi-328 
cation of the information in the repository or how to determine that 329 
information. Think of this like a trip to the library or a “data call.” Typical 330 
technologies include Structured Query Language (SQL), HyperText 331 
Markup Language) (HTML), and REpresentational State Transfer (REST- 332 
Query). 333 

2. Broadcast: The broadcast pattern is provider driven. The provider “broad-334 
casts” information determined to be relevant to some group or community 335 
able to and authorized to receive the broadcast. The syntax and seman-336 
tics of the broadcast must be mutually understood. Think of this like email 337 
to a group or a radio station. Typical technologies include message queu-338 
ing protocols such as Java Message Service (JMS) and Data Distribution 339 
Service (DDS). 340 

3. Directed: In a directed exchange, information is sent to one recipient or a 341 
set of specific recipients based on some predetermined exchange agree-342 
ment. Think of this like an email to an individual or a person-to-person 343 
conversion. Typical technologies include Electronic Data Interchange 344 
(EDI), email, and Simple Object Access Protocol (SOAP). 345 

4. Negotiated: A negotiated exchange may be client or provider driven and 346 
requires negotiation and agreement on a per-message or per-process ba-347 
sis. This exchange pattern is typically used for very sensitive information 348 
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that may require approval on a per-partner basis. The “directed” technolo-349 
gies may be used for negotiated exchanges, typically with a specific ex-350 
change agreement. 351 

Based on the basic exchange pattern, a technology-specific protocol specifica-352 
tion and a data schema are used to implement the exchange for a specific pur-353 
pose or process. There are multiple technical standards for each pattern. 354 

3.9 HOW INFORMATION IS TO BE EXCHANGED 355 

The actual sending and receiving of information, and even the same exchange 356 
patterns, may be implemented over a variety of technical media. TCP/IP is by far 357 
the most common, but other technologies are used in specific communities. The 358 
low-level exchange mechanisms are almost always prepackaged and based on 359 
industry standards. 360 

4 PART 2: DESIGN 361 

This section contains information that organizations can use to help design auto-362 
mated processes for capitalizing on information sharing. 363 

4.1 ESTABLISHING ENTERPRISE REQUIREMENT: 364 

REFERENCE TO THE MISSION AND GOALS  365 

OF THE ORGANIZATION 366 

As with any initiative, the following processes should reference the mission and 367 
goals or the organization. 368 

For example, if the mission of the organization includes providing support and 369 
services during a crisis, then the data feeds and surrounding processes need to 370 
be sufficiently resilient so they continue to operate during crisis situations. 371 

4.1.1 DATA CONSUMER REQUIREMENTS 372 

Start by understanding who and what within the organization requires data—373 
these are referred to as data consumers. Data consumers may be the end user 374 
of the data, or they may require the data to process it and then send it to another 375 
data consumer. 376 

It is important to record all of the data consumers, though it may be possible to 377 
consolidate the list to avoid duplicates (e.g., a process and the team that per-378 
forms that process could be consolidated into a single data consumer). 379 

The names and descriptions of the data consumers should be recorded in the 380 
data requirements document. 381 

The following are examples of who and what requires data: 382 

• Teams 383 
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• Specific individuals 384 

• Customers 385 

• Members 386 

• Reports 387 

• Products 388 

• Systems 389 

• Processes 390 

• Auditors. 391 

The following discusses information on the requirements of each data consumer. 392 

4.1.2 CONSUMER NEEDS 393 

For each data consumer recorded in the data requirements document, the data 394 
requirements should be recorded. Data requirements can include the following: 395 

• Type of data 396 

• Level of detail 397 

• Format of the data 398 

• Frequency of data 399 

• Whether data is pulled on demand or pushed 400 

• Quality of data 401 

• Amount of data 402 

• Trust worthiness 403 

• Potential value of the data 404 

• Applicability of the data 405 

• Cost to acquire data 406 

• Ease of filtering or searching 407 

• Whether relationships to other data elements are already established 408 
(e.g., is the data in a graph database?) 409 

• Need for associated metadata (e.g., audit trails and information supporting 410 
traceability). 411 

4.1.3 CREATE DATA REQUIREMENTS DOCUMENT 412 

The information collected should be recorded in a data requirements document. 413 
If the organization has many data consumers, it may prove useful to create a 414 
consolidated set of data requirements. This is so a simplified set of requirements 415 
can be presented to vendors and/or used for implementation activities. 416 

The expectation is that this document can act as a guide to the rest of the data 417 
ingestion activities. As such, version and other good document management 418 
practices are recommended. 419 

A single document outlining the data needs of the stakeholders within the organi-420 
zation can prove useful if the organization is made up of stakeholders who have 421 
differing needs or preferences for one data provider or technology over another. 422 
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This is because it allows the organization to conduct vendor selection based on 423 
the agreed requirements. 424 

4.1.4 IDENTIFY DATA SOURCES 425 

4.1.4.1 DETERMINE POTENTIAL SOURCES OF DATA THAT CAN MEET 426 
THE DATA REQUIRES 427 

Based on the data requirements documentation, a long list of vendors and other 428 
data sources can be generated. Where there are multiple stakeholders within the 429 
organization, canvassing these stakeholders to understand if there are any data 430 
sources or vendors they would like added to the long list can be beneficial. 431 

Data sources can come from many areas: 432 

• Public and commercially available intelligence feeds 433 

• U.S. government agencies 434 

• Governmental sources in foreign countries 435 

• Members 436 

• ISACs and ISAOs 437 

• Formal and informal affinity groups of subject matter experts and re-438 
searchers. 439 

4.1.4.2 ASSESS EACH DATA SOURCE AGAINST REQUIREMENTS AND 440 
CREATE DATA SOURCE SHORT LIST 441 

Using the data requirements document, data providers should be assessed to 442 
understand to what degree they can meet the requirements of the organization. 443 

4.1.4.3 ASSESSING AND ESTABLISHING TRUST IN A DATA SOURCE 444 

Trust in a data source can be viewed as the data source provider’s ability to meet 445 
a set of expectations about the type, frequency, and quality of the data it pro-446 
vides.  447 

Trust can be assessed and established with a data provider in the following 448 
ways: 449 

• Reputation. The data provider is used by many other organizations, which 450 
can attest to its trustability. 451 

• Controls and processes that the data provider has in place. Do the data 452 
providers have processes to ensure the ongoing quality of their data? 453 

• Contractual agreements and SLAs with the organization. Is it possible to 454 
enter into a contractual agreement that defines the level of service that will 455 
be provided? 456 

• Communication to set clear expectations. Can trust be established by 457 
each party communicating its needs, its ability to provide services, and 458 
when there is a change in either? 459 
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• Track record. Working with a data provider over time builds trust as each 460 
party understands the needs and abilities of the other. 461 

4.1.4.4 UNDERSTAND ANY CONSTRAINTS OR REQUIREMENTS 462 
ASSOCIATED WITH THE USE OF DATA FROM LISTED SOURCES 463 

Some data providers may place conditions on the organization if they are to send 464 
or share their data, such as ensuring that the organization or data consumer has 465 
a sufficient clearance level, as with classified information. 466 

Data providers may also want to understand and/or ensure that the consuming 467 
organization has sufficient controls in place or adheres to necessary standards 468 
for handling the data provided. 469 

If a data provider is selected that has certain requirements on the organization, 470 
the organization will need to create and ensure the data provider that controls are 471 
in place and that they are operating effectively. Often a form of TLP is defined to 472 
express the requirements or expectations for data sharing. 473 

4.1.4.5 DETERMINE GAPS OR DATA TRANSFORMATION REQUIRED FOR 474 
SHORT LISTED DATA SOURCES TO MEET REQUIREMENTS 475 

It is possible that no single data provider will be able to provide data that meets 476 
the data consumer’s requirements. Where this is the case, the organization will 477 
need to determine what processes should be put in place to transform the data 478 
into something that meets the needs of the data consumers. 479 

The following are examples of transformation processes: 480 

• Data cleansing 481 

• Combining data from multiple sources 482 

• Data enrichments 483 

• Filtering. 484 

Any data transformation or data processing requirements will need to be factored 485 
into the selection of data sources. 486 

4.1.4.6 DATA SOURCE SELECTION 487 

The selection of data source providers should be based on a clear understanding 488 
of the following: 489 

• Who or what are the data consumers 490 

• The needs of the data consumers 491 

• A long list of potential data providers, where stakeholders have been given 492 
the opportunity to suggest vendors and data providers for consideration 493 

• An assessment of how well the data providers meet the needs of the data 494 
consumers 495 

• An understanding of the requirements that the potential data provider 496 
would have on the organization ingesting the data 497 
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• An assessment of where there are any gaps between the requirements 498 
and what can be provided, and any data transformations that are needed. 499 

The selection of a data provider should be fact based and auditable; this is espe-500 
cially true where an organization has accountability to a board or other stake-501 
holder who may favor certain vendors or stakeholders’ requirements over others. 502 

4.1.4.7 DEFINE DATA INGESTION ARCHITECTURE 503 

A data ingestion architecture consists of the following: 504 

• The data model 505 

• The data policies, procedures, and controls 506 

• Processes, technologies, and other factors that support data quality and 507 
the needs of the data consumers and the organization. 508 

4.1.4.8 INTEGRATION WITH EXISTING DATA MANAGEMENT PRACTICES 509 
WITHIN THE ORGANIZATIONS 510 

It is important that the ingestion of the data works with the existing data manage-511 
ment practices of the organizations. If the organization is forming, it may be nec-512 
essary for the organizations to define data management practices. 513 

4.1.4.9 DATA QUALITY 514 

Ingestion should work with the organization’s policies, procedures, processes, 515 
controls, and technologies that support data quality. 516 

There are multiple definitions of data quality. What is important is selecting a defi-517 
nition that is meaningful to the organization and the needs of the data consumers 518 
(located in the data requirements document). The following are example ele-519 
ments of data quality: 520 

• Timeliness 521 

• Existence 522 

• Completeness 523 

• Integrity 524 

• Consistency 525 

• Accuracy 526 

• Interpretability 527 

• Uniqueness 528 

• Availability. 529 

The organization will need policies, procedures, processes, controls, and tech-530 
nologies that support the needed level of data quality. 531 

4.1.4.10 DATA MODEL INTEGRATION 532 

If the organization has an existing data model, it will be important that the in-533 
gested data be integrated into this model. 534 
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If the use of data is relatively simple, then the data model should be relatively 535 
simple. A simple data model would contain the sources of data and how they re-536 
late to each other. 537 

4.1.4.11 DATA CONTROLS AND GOVERNANCE 538 

The ingested data should comply with existing policies, procedures, and control 539 
for data within the organization. 540 

4.1.5 DEFINING MASTER LIST OF DATA SOURCES 541 

Defining a master list of all data sources is an important process. Understanding 542 
what data the organization is consuming, the source of that data, information 543 
about the source (e.g., company name, SLAs, contact details), and relevant infor-544 
mation about the data better enables the organization to manage its data. 545 

4.1.6 DEFINING END POINTS FOR DATA AND THE 546 

FLOW OF DATA TO THESE SOURCES 547 

Mapping the flow of data through the organization from source to final consumers 548 
will enable the organization to understand how the data is used within the organi-549 
zation. Following are the goals of mapping the data flow: 550 

• Understanding what processes used the data 551 

• Understanding what technologies and systems use the data 552 

• Understanding who should have access to the data 553 

• Knowing where the data is being stored 554 

• Knowing where and how the data is being transformed or manipulated 555 

• Understanding the impact that a loss of a data source would have 556 

• Determining if there are any bottlenecks in the process that uses the data. 557 

The mapping of data does not need to be a complex process, and while there are 558 
technics like data flow diagrams available, the organization should focus on per-559 
forming the mapping in a way that meets the above goals. The mapping of the 560 
data flow is used as input into the data ingestion process described in Section 561 
4.5. 562 

4.2 TECHNOLOGY STACKS AND AUTOMATING 563 

INFORMATION SHARING 564 

Fortunately, a lot of agreement has already been found for the “lower levels” of 565 
information sharing; communities don’t have to reinvent those wheels. This 566 
agreement is then made available in technology stacks—web servers, enterprise 567 
service buses, and messaging systems available from open-source and multiple 568 
commercial vendors. Most of these technology stacks leverage industry stand-569 
ards such that they are interoperable at the technology level—that is, they pro-570 
vide the technology infrastructure to implement some or all of the exchange 571 
patterns using compatible schema languages, protocols, identity management, 572 
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and authorization. By using one of these prebuilt stacks, or multiple stacks that 573 
implement the same standards, users and communities do not have to worry as 574 
much about the mechanics of exchange; they can concentrate on what is to be 575 
exchanged and with whom. 576 

4.2.1 FEDERATING AND TRANSLATING SHARED 577 

INFORMATION 578 

As there will be multiple internal and external schema representing the same or 579 
related data about the same things, it is necessary to map data formats and to 580 
combine multiple data sources into a common form for advanced analytics—to 581 
“connect the dots.” The semantic model as defined above, when combined with a 582 
suitable infrastructure, facilitates the automation of these mappings and data fed-583 
erations. Once a suitable schema is defined, a semantic model federation and 584 
mapping can be automated to every other information source in the same way. 585 
This kind of “semantic mediation” can dramatically lower the time, cost, and risk 586 
of information sharing. 587 

4.3 OPERATIONAL CONSIDERATIONS 588 

An organization’s operational considerations are directly affected by the business 589 
strategy the organization employs for its information technology (IT), the network-590 
ing and information services it uses, along with those of critical partners intercon-591 
nect with its IT environment. This overall “enterprise architecture” will dictate the 592 
essential types of threat intelligence the organization should be receiving. 593 

As an example, if the enterprise is only employing endpoint devices to access 594 
services and data contained in a service provider’s environment, an essential op-595 
erational consideration is assuring receipt of threat intelligence germane to man-596 
aging the risks of its endpoint systems and network connections. Conversely, this 597 
organization can be a valuable source of threat intelligence related to endpoint 598 
systems. 599 

More complex operational considerations apply to those enterprises where it is 600 
operating and managing the security of their own IT infrastructure and applica-601 
tions and a large array of customer or business service, especially those with In-602 
ternet-facing operations. 603 

Throughout this spectrum of operational considerations, the timeliness of the 604 
threat intelligence can materially affect its effective use. The application of auto-605 
mation to the receipt processes (ingesting), correlating applicability, and incorpo-606 
rating it to mitigate risks is becoming more broadly recognized as the best 607 
practice needed to deal with the expanding threat environment in which organiza-608 
tions operate. 609 



 ISAO 300-2 Automating Cyber Threat Intelligence Sharing 

19 

If your enterprise is receiving cyber threat intelligence but it takes an unaccepta-610 
ble amount of time before new or an adjustment to defensive measures is imple-611 
mented or appropriate remediation is acted upon, you have not effectively 612 
operationalized the use of threat intelligence.  613 

The continuous efforts of attackers working to exploit cybersecurity and those de-614 
fending their enterprise are well illustrated through the importance of a long-615 
standing military concept known as the “OODA loop,” which refers to the decision 616 
cycle elements of observing, orienting, deciding, and acting. Critical to effective 617 
use of this concept is determining where to direct one’s energies to defeat or 618 
minimize the impact of an adversary’s efforts and to act quickly. 619 

This guideline is focused on the operational considerations an organization must 620 
address as a recipient of threat intelligence information and identifying where and 621 
how automation can improve an enterprise’s risk management efforts and deci-622 
sion cycle. Further, operational and other considerations are discussed that can 623 
permit an enterprise to be more effective in developing and sharing threat intelli-624 
gence that it may create. 625 

There are some basic operational considerations an enterprise must consider as 626 
it assesses the “what” and “how” of automating cyber threat intelligence use. The 627 
very first step in automating cyber threat intelligence for your organization must 628 
be an examination of the nature of your organization’s operations. What are its 629 
business applications and supporting IT infrastructure assets, along with its ap-630 
proach to cybersecurity risk management? This inventory will begin to guide the 631 
type, where, and how threat intelligence could be applied. This guideline can also 632 
help to identify shortcomings in operations where more effective defensive and 633 
remediation security processes can be employed driven by cyber threat intelli-634 
gence. 635 

For discussion purposes, let’s group enterprises into just three categories to con-636 
sider the operational use of cyber threat intelligence. The three categories are 637 
shown in Figure 2. 638 

 639 
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 640 

Figure 2. Three Categories of Enterprises 641 

In category 1, the enterprise has employees who access IT services and applica-642 
tions using end-point devices and utilize communications services, software ap-643 
plications, storage, and other IT services provided by a third party.  644 

In category 2, the enterprise operates and manages its own IT infrastructure to 645 
include end-point devices, communication services, software applications, stor-646 
age, and other services likely with the assistance of some contracted services 647 
and third-party devices; especially for network connectivity if the organization has 648 
a geographical dispersed operations structure. 649 

Today, and more so in the future, most organizations will have operations that fall 650 
into category 3, that is, a range of cloud-based applications and services pro-651 
vided by a third party, its end-point devices, and some of its own IT infrastructure. 652 

Given that context, the operational considerations addressed in this guideline are 653 
directly applicable to those operating and managing significant IT systems and 654 
infrastructure themselves, even if third-party “cloud-based” services are involved. 655 
The guidance provided in this document can then be decomposed to specifically 656 
address categories 1 and 2, which are subsets of category 3. 657 

Another useful set of information is the identification of the key business or pur-658 
pose objectives of the organization and a current risk management assessment 659 
of cybersecurity practices; hopefully, using the National Institute of Standards 660 
and Technology (NIST) Cybersecurity Framework approach, to identify the most 661 
operationally critical systems and organizational business processes; and details 662 
of how cybersecurity risks are being managed. 663 
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For those organizations with an established IT and security enterprise architec-664 
ture and standards, that information provides a leg up for establishing the specific 665 
technology-based threat intelligence of most importance to the operations. Other-666 
wise, the inventory of the systems used within the enterprise must be catalogued 667 
by the organization. 668 

The next step is to determine how the current security and operational processes 669 
use threat intelligence today. It is likely that today’s process has many manual 670 
steps. Throughout this spectrum of operational considerations, the timeliness of 671 
the threat intelligence can materially affect its effective use. The application of 672 
automation to the receipt processes (ingesting), correlating applicability, and in-673 
corporating it to mitigate risks is becoming more broadly recognized as the best 674 
practice needed to deal with the expanding threat environment in which organiza-675 
tions operate. 676 

4.4 ARCHITECTURAL HIGH-LEVEL MODEL FOR 677 

ENTERPRISE AUTOMATION OF CYBER THREAT 678 

INTELLIGENCE 679 

An organization’s ability to detect and respond quickly, if not immediately, against 680 
cyber attacks is critical to a successful defense against a developing threat cam-681 
paign. To accomplish this, many organizations are looking to enhance their ability 682 
to automate responses to these threats. According to a recent survey conducted 683 
by the SANS Institute, “39% of respondents cite the lack of interoperability and 684 
automation as a key inhibitor to fully implementing and using” cyber threat intelli-685 
gence.6 686 

There are many ways an organization can automate the use of machine-reada-687 
ble threat intelligence within its network. The way this is accomplished will de-688 
pend on a variety of factors, such as the organization’s security budget, 689 
personnel training and experience, risk of experiencing an advanced or sophisti-690 
cated cyber-attack, and existing network defense infrastructure, such as a Secu-691 
rity Incident and Event Management (SIEM) system, Next Generation Firewall 692 
(NGFW), Intrusion Detection/Prevention System (IDS/IPS), Threat Intelligence 693 
Platform (TIP), and Endpoint Detection and Response (EDR) solution.7 Organiza-694 
tions with smaller budgets, less risk, and fewer personnel may rely on threat in-695 
telligence feeds provided through existing vendors and integrated with existing 696 
network defenses, such as SIEM, IDS/IPS, NGFW, and EDR. In many cases, 697 
these feeds can be “turned on” by the vendors as part of existing packages or for 698 
an additional fee. There are also many open-source solutions to meet this capa-699 
bility in which openly available intelligence feeds can be integrated into existing 700 

                                            
6 SANS Institute, “CTI in Security Operations: SANS 2018 Cyber Threat Intelligence Survey,” 

February 2018. 
7 Gartner, “Market Guide for Security Threat Intelligence Products and Services,” July 20, 

2017. 
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network devices using APIs, depending on the device and source of the feeds.8 701 
Organizations at a higher risk of cyber attacks—for example, the financial or 702 
manufacturing industries—and with larger budgets and more personnel may be 703 
more likely to implement processes consistent with the concept of Security Or-704 
chestration, Automation, and Response (SOAR). According to Gartner, SOAR 705 
references “technologies that enable organizations to collect security threats data 706 
and alerts from different sources, where incident analysis and triage can be per-707 
formed leveraging a combination of human and machine power to help define, 708 
prioritize and drive standardized incident response activities according to a 709 
standard workflow.”9 710 

In these cases, organizations may use a product designed to manage threat in-711 
telligence, including a TIP that would allow personnel to analyze external threat 712 
information, correlate this activity with internal network activity, and respond to 713 
threats through automating incident response “playbooks.” Benefits of this ap-714 
proach to automation include the ability to better analyze existing and emerging 715 
threats, identify their presence in the network, and mitigate these threats quickly 716 
through automated and semi-automated responses that benefit from direct inte-717 
gration with network defenses.10 718 

The high-level model depicted in Figure 3 shows key elements of any cyber 719 
threat automation effort with an enterprise. 720 

                                            
8 Ibid. 
9 Gartner, “Innovation Insight for Security Orchestration, Automation and Response,” Novem-

ber 30, 2017. 
10 Ibid. 
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 721 

Figure 3. Draft Diagram for Describing Aspects  722 
of Automating Cyber Threat Intelligence Sharing  723 

Item 1—represents sources of electronic cyber threat intelligence, for example, 724 
open-source or commercially available threat feeds, indicators received through 725 
Trusted Automated eXchange of Indicator Information (commomly referred to as 726 
TAXII), or servers or other automated means of information sharing. 727 

Item 2—represents the translation and storage of that information to be used in 728 
various analytical processes. This function could be met through a TIP or similar 729 
product that would also combine some or all the capabilities in Item 4. 730 

Item 3—represents internal enterprise data used for analysis or additional inter-731 
nally generated alerts or logged information from the enterprise. This function 732 
can often be met through a SIEM. 733 

Item 4—represents any analytical, forensic, or cyber hunting software or tool 734 
used by analysts or automated instructions sent to operations or systems de-735 
signed to defend or mitigate threat to the enterprise’s systems, for example, 736 
SIEM, NGFW, IDS/IPS, or EDR. The capabilities in Item 2 and Item 4 are often 737 
found to varying degrees in TIPs. 738 

Item 5—those operational capabilities taking advantage of the analytical pro-739 
cesses or capabilities. 740 



 ISAO 300-2 Automating Cyber Threat Intelligence Sharing 

24 

4.5 DATA INGESTION PROCESSES 741 

The data ingestion process defines the processes that are needed to effectively 742 
ingest the data and ensure that it reaches the data consumers in a format that 743 
meets their requirements. 744 

The data ingestion process can span multiple systems, which are used to 745 
transport data from source to destination. 746 

The following are design considerations needed for the data ingestion process: 747 

1. The technology solutions available to ingest data 748 
2. The formats, standards, and protocols that data to be ingested adheres to 749 
3. The required capacity, availability, security, and resilience of the data in-750 

gestion process  751 
4. How the ingestion process will be monitored and managed. 752 

4.5.1 THE TECHNOLOGY SOLUTIONS AVAILABLE TO 753 

INGEST DATA 754 

An understanding of the systems and technologies used to transport the data 755 
from source to where it is ultimately used is required.  756 

The information life-cycle process steps discussed earlier can be used to assist 757 
in collecting this information. 758 

 759 

Required at each step in the process is an understanding of the technologies 760 
used, how the technologies communicate with each other, and data formats that 761 
each technology can ingest and disseminate.  762 

For effective automation, the technologies involved in the transporting of data 763 
should be able to communicate with each other. 764 

Considerations should be made for any transformation, cleansing, or enrichment 765 
of data needed in the process. As part of these considerations, an understanding 766 
should be reached as to the level of automation and the level of human involve-767 
ment needed, or desirable, at each step.  768 

Consideration should also be made for how information can pass from unsecure 769 
or public networks to secure areas within an organization’s network, as well as 770 
the controls that will need to be in place to enable the data to cross from an un-771 
sure domain to a secure domain. If areas of the network are “air gapped,” worka-772 
ble solutions for getting information to its intended end user will need to take this 773 
into account. 774 

Creation or 
Collection

Dissemination Storage Processing Use Disposition
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4.5.2 THE FORMATS, STANDARDS, AND PROTOCOLS 775 

FOR DATA TO BE INGESTED  776 

As discussed in Section 3.8, there are technical standards and protocol that the 777 
data to be ingested should adhere to. Consideration should also be given to how 778 
the information falls into the standards and classification of the consuming organ-779 
ization. 780 

What can be overlooked is determining how information that is being ingested 781 
falls into an organization’s data classification. The Traffic Light Protocol has been 782 
described elsewhere in this document, along with rules on how shared infor-783 
mation can be handled. Data can also come from sources that require levels of 784 
official governmental clearance to access. It is important to also consider how the 785 
shared information falls into the organization’s own data classification, as this will 786 
impact how the information is used and which systems are allowed to support the 787 
ingestion of the data.  788 

To understand how the data to be ingested falls into the organization’s data clas-789 
sification, it is important to know what type of information is being shared. Ideally 790 
this information should be available from the provider of the data. However, or-791 
ganizations may want to consider tools to monitor incoming information to detect 792 
potentially sensitive or classified data. 793 

4.5.3 THE REQUIRED CAPACITY, AVAILABILITY, 794 

SECURITY, AND RESILIENCE OF THE DATA 795 

INGESTION PROCESS 796 

What would happen if the following occurred? 797 

• The process that ingests data stops working.  798 

• The provider of the data increases the volume of data 100-fold.  799 

• A threat actor attempted to use the data ingestion process as a point of 800 
ingress into your system. 801 

• The provider accidently sent a different format of data. 802 

Proper consideration of the availability, capacity, security, and resilience of the 803 
data ingestion process should be made in its design. 804 

4.5.4 HOW THE INGESTION PROCESS WILL BE 805 

MONITORED AND MANAGED 806 

The level of monitoring of the ingestion process should be in proportion to the 807 
criticality of the ingestion process to goals of the organization.  808 

While options from constant real-time monitoring to reviewing of log files are pos-809 
sibilities, it is suggested that any errors in an automated ingestion process inte-810 
grate with an organization’s event management tools and processes. So if errors 811 
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occur in the data ingestion process, events will be triggered and sent to the or-812 
ganization’s event management toolset, where appropriate rules to address any 813 
errors can be defined. 814 

4.6 DEFINING DATA TRANSFORMATIONS 815 

At any stage in the information life cycle, data may need to be transformed. Data 816 
transformation can include one or more of the following: 817 

• Data cleansing 818 

• Data enrichment 819 

• Conversion of format. 820 

Any transformation process should be well defined and documented. The level of 821 
detail needed in the documentation will vary based on the needs of data consum-822 
ers. For example, if the data consumer is a software tool that has very precise re-823 
quirements about the data fields, then the documentation will need to take this 824 
into account. 825 

4.6.1 DATA CLEANSING 826 

Data cleansing aims to increase the quality of the data. Data quality, as dis-827 
cussed in Section 4.1.4.9, can be defined as having the following dimensions:11 828 

• Completeness—the degree to which the data represents 100 percent of 829 
the data that is available. 830 

• Uniqueness—that each piece of data is recorded only once and there are 831 
no duplicate records. 832 

• Timeliness—the degree to which the data represents reality at a point in 833 
time. 834 

• Validity—the data is valid if it conforms to the syntax (format, type, range) 835 
of its definition. 836 

• Accuracy—the degree to which the data correctly describes the “real 837 
world” object or event being described. 838 

• Consistency—the absence of difference, when comparing two or more 839 
representations of a thing against a definition. 840 

As the quality of data increases its value to the organization, processes to im-841 
prove data quality are desirable. Data cleansing performed manually can be 842 
time-consuming and therefore costly, and as such, any automation of data-843 
cleansing processes is recommended, where possible.  844 

Tools are available for both assessing levels of data quality and supporting 845 
cleanse activities. 846 

                                            
11 Adapted from “The Six Primary Dimensions for Data Quality Assessment,” DAMA UK. See 

https://www.whitepapers.em360tech.com/wp-content/files_mf/1407250286DAMAUKDQDimen-
sionsWhitePaperR37.pdf.  

https://www.whitepapers.em360tech.com/wp-content/files_mf/1407250286DAMAUKDQDimensionsWhitePaperR37.pdf
https://www.whitepapers.em360tech.com/wp-content/files_mf/1407250286DAMAUKDQDimensionsWhitePaperR37.pdf
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4.6.2 DATA ENRICHMENT 847 

Data enrichment seeks to add value to data by enhancing, refining, and other-848 
wise improving raw data. This can include the following: 849 

• Combining data from multiple sources 850 

• Making the information more specific for the organization using it 851 

• Making the data easier to read by (human) end users. 852 

There are tools available to support data enrichment. 853 

The specific scenario that is most relevant for an organization regarding infor-854 
mation sharing is making generic information provided to it specific for that or-855 
ganization’s environment. At a high-level filtering, shared information for those 856 
data points that only affected the systems and technologies deployed within an 857 
organization should be achievable. Two key considerations for achieving this are 858 
(1) ensuring that an accurate and up-to-date list of deployed technologies is 859 
maintained and (2) ensuring that ingested data is tagged with the technologies it 860 
is applicable to. 861 

4.6.3 CONVERSION OF FORMAT 862 

To make data readable or processible by one system may require that format of 863 
the data to be converted. It may also be necessary to transform unstructured or 864 
semi-structure data into structured data to allow another system to process it.  865 

While tools are available to support the conversation of data from one format to 866 
another, these may require customization for the systems that the organizations 867 
are using to process the data. Also, if the organization’s systems require a non-868 
standard format of data, custom scripts or other methods will need to be de-869 
ployed to convert data in a usable format. 870 

Several off-the-shelf services are available, including those from leading cloud 871 
providers, to support the conversation of unstructured data—in the form of 872 
speech or written text—into commands or data formats that can be processed by 873 
other systems. 874 

4.7 DATA DISPOSITION 875 

The final step of the information life cycle, data disposition also needs careful 876 
consideration. 877 

Processes and solutions need to be designed to delete data once it is no longer 878 
needed. This becomes especially relevant if the information shared with an or-879 
ganization contains any personally identifiable information or other information 880 
that may be subject to regulatory scrutiny. In addition, storage and backing up of 881 
information that is no longer needed has costs associated with it. 882 
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Assuming that all data that has been digested has been categorized in line with 883 
an organization’s information classification policies and procedures, the disposi-884 
tion of this data should be in alignment with these policies and procedures. 885 

4.8 DATA SUPPLIER MANAGEMENT 886 

Data suppliers should be managed in accordance with the organization’s supplier 887 
management processes. 888 

Using the data mapping, it should be determined which suppliers of data are criti-889 
cal for the operations of the organization. These suppliers need to be managed, 890 
with SL and so on, in accordance with how critical they are to the organization’s 891 
operations. 892 

4.9 DEFINING ROLES AND RESPONSIBILITIES 893 

Roles and responsibility for the management of data should be clearly defined. 894 
The data flow mapping process should be able to provide information to support 895 
this process. 896 

The roles and responsibilities should align with effective data management prac-897 
tices and the policies and procedures of the organization. 898 

4.10 DEFINING DATA ASSESSMENTS  899 

AND FEEDBACK PROCESSES 900 

Feedback processes can be useful for both the consumers and producers of 901 
data. By providing the producers of data with information about how and if that 902 
data was used, and the usefulness of the data, the producers of data either bet-903 
ter tailor the data they provide or improve the quality of data they produce in gen-904 
eral. The feedback from other consumers of the same data can also support the 905 
organization in determining whether a piece of data is worth consuming. 906 

Data consumers can provide feedback in qualitative and quantities means.  907 
These means can be automated, or they can be manual in nature. The simplest 908 
form of feedback is one person providing written or verbal feedback on the ser-909 
vices provided to him or her by the data provider. More complex feedback pro-910 
cesses could be automated to provide feedback when the data is used. 911 

There are a number of areas where a consumer of data can provide feedback, 912 
such as the following: 913 

• Whether the data was used 914 

• Where the data was applicable to the organization 915 

• Whether the data enabled the organization to detect a threat 916 

• The cost to the organization to use the data (in terms of CPU, network, 917 
and memory usage) 918 

• How easy the data was to use 919 
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• Where the data had any data quality issues. 920 

As there will be costs or defining and implementing feedback processes, if and 921 
where feedback processes are used, they should be designed in such a way that 922 
they produce useful information for either the data provider or other consumers of 923 
the data. It may also be useful to determine whether the data provider is able to 924 
act based on the feedback provided. 925 

5 IMPLEMENTATION 926 

5.1 AN IMPLEMENTATION GAME PLAN 927 

From the earlier discussion in this document, improving an organization’s effec-928 
tiveness in the use of cyber threat intelligence will require a broad commitment of 929 
many parts of the organization. As such, the decision to support the effort must 930 
have broad executive level support and buy-in from the involved organizations. 931 
Developing the plan should be led by the operational and security organizations 932 
addressing the current state and how increased automation will be phased into 933 
the organization. Some practical considerations are described in Appendix A, 934 
and efforts from the Department of Homeland Security, the National Security 935 
Agency, and John Hopkins University Applied Physics Laboratory on an Inte-936 
grated Adaptive Cyber Defense framework initiative12 offer additional considera-937 
tions. 938 

Implementing the plan will be a multi-year effort and should be considered a ma-939 
jor initiative in any organization. Because the effort will engage and require cross-940 
organizational support and commitments, a single point of responsibility should 941 
be well documented, and the roles and responsibilities of others fully addressed. 942 
Processes used in an organization for major initiative regular reviews will be re-943 
quired, and sponsorship by the chief operating officer may be most appropriate. 944 

5.2 IMPLEMENTATION OF THE TECHNOLOGY 945 

INFRASTRUCTURE TO CONSUME AND MANAGE DATA 946 

5.2.1 VENDOR SELECTION 947 

In addition to the selection of data source vendors, it may be necessary to select 948 
a vendor that can automate the collection of data. As with the data source selec-949 
tion, the data collection vendor selection should be based on the needs of the or-950 
ganization. It will also need to be compatible with any requirement that data 951 
providers place upon the organization (e.g., encryption of data). 952 

With a clear understanding of the organization’s needs, the data sources availa-953 
ble, the processes associated with the data sources, and any requirements 954 

                                            
12 See https://www.iacdautomate.org/. 

https://www.iacdautomate.org/
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placed on the organization by data providers, it should be possible to conduct a 955 
fact-based approach to selecting vendors. 956 

5.2.2 SCALABILITY, ELASTICITY,  957 

AND CAPACITY OF APPLICATIONS  958 

AND INFRASTRUCTURE 959 

The organization should also consider its future needs and those of the data con-960 
sumers. Organizations can grow, shrink, and change in unexpected ways. To 961 
take this into account, the organization should select applications and hosting in-962 
frastructure that enables it to scale up or down to meet future needs. The follow-963 
ing are areas where the organization may need flexibility: 964 

• Number of users of an application 965 

• Processing power 966 

• Storage space 967 

• Throughput capacity 968 

• Ability to add or remove services or product features. 969 

5.2.3 INTEGRATION AND CORRELATION  970 

Having analysts who can understand and interpret the output of various systems 971 
that provide logged information, alerts of anomalous activity, suspicious events, 972 
and/or behavior indicating possible or actual intrusions is essential. However, a 973 
reliance on manual correlations with various threat intelligence among this signifi-974 
cant volume of data is highly impractical for most enterprises.  975 

Besides selecting threat intelligence sources that permit information to be auto-976 
matically ingested into your analytical system, you must also have the capability 977 
to identify and automatically ingest the various log and sensor data being created 978 
by your enterprise that’s needed by analysis software, systems, and analysts. 979 
Various vendors provide applications with appropriate standard or custom appli-980 
cation program interfaces for ingesting this data into your storage database. Un-981 
derstanding the data models being used and what the various data elements 982 
represent is critical for accurate correlation and analysis. 983 

The use of automated, machine-based analytical applications, machine learning, 984 
and artificial intelligence capabilities to support as near as real time the flagging 985 
of suspicious or known exploitation within an enterprise is an engineering chal-986 
lenge. 987 

Evaluating vendor products to meet business and enterprise needs in pilot initia-988 
tives can confirm that threat intelligence and automation can be operationalized. 989 
Correlating supplied threat intelligence has the effect of amplifying the value of 990 
detected internal indicators by connecting internally suspicious activity or indica-991 
tors with externally shared threat information. 992 
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5.2.4 MAKING RESULTS RELEVANT 993 

Practioners and analysts performing these “cyber hunting” efforts are often chal-994 
lenged to deal with a high level of false positives from analytical systems being 995 
identified as suspicious activity, which require analysts to investigate forensically 996 
to resolve its relevance.  997 

Often ramping up the number of the required analysts is not possible. Therefore, 998 
the analytical system must provide superior forensic tools and capabilities to effi-999 
ciently support analysts. The integration of a variety of internal and external fo-1000 
rensic tools and information coupled with the ability of the analyst support system 1001 
to drill down on enterprise information without moving from one support system 1002 
to another can materially affect timely analysis. 1003 

5.2.5 DERIVED ACTIONS  1004 

Some cyber threats happen at machine speed, and efforts to interrupt activity 1005 
early in what has been referred to the “Cyber Kill Chain®”13 can be most critical. 1006 
This requires that the enterprise will need to define “derived actions” to be taken 1007 
when the analytical automation systems detect activity prominent in attack and 1008 
exploitation efforts.  1009 

Will some control be instituted automatically to throttle the potential effects of the 1010 
detected suspicious activity? Examples include interrupting communication to 1011 
specific domains or preventing certain protocols from executing that might be re-1012 
sponsible for exfiltration of data, while further investigations are undertaken.  1013 

Are the defensive products and services employed by the enterprise themselves 1014 
taking advantage of threat intelligence and automated responses within their ca-1015 
pabilities?  1016 

The dynamic and changing nature of cybersecurity issues requires that strategies 1017 
for the needed services be employed that are adaptable. If cloud-based capabili-1018 
ties offer performance and security that’s acceptable to an enterprise, that is an 1019 
approach that should receive evaluation. With any vendor dependence, the due 1020 
diligence investigation must be thorough and consider backup solutions if issues 1021 
arise. 1022 

This capability can also provide other potential benefits by providing indicators of 1023 
unauthorized activity by employees, authorized vendors, or potential fraudulent 1024 
or illegal activity. Processes must be started early to involve the human re-1025 
sources and legal counsel organizations when employee issues are a focus. 1026 

                                            
13 See https://www.lockheedmartin.com/en-us/capabilities/cyber/cyber-kill-chain.html.  

https://www.lockheedmartin.com/en-us/capabilities/cyber/cyber-kill-chain.html
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5.2.6 MANAGEMENT REPORTING  1027 

AND PERFORMANCE METRICS 1028 

As discussed in Section 3.4, stakeholders must agree on what success factors to 1029 
achieve through automation efforts. This involves the often difficult task of creat-1030 
ing objective and measurable metrics for these factors.  1031 

Translating and depicting these metrics within dashboards for management will 1032 
be essential to demonstrating the value of the large investments that will be au-1033 
thorized to implement automation of threat intelligence, analytical capabilities, 1034 
and acquisition of the required human resources.  1035 

Reporting capabilities must be very responsive to management inquiries that will 1036 
arise from operational problems or incidents, prominent news reporting, or im-1037 
pacts suffered by others, especially those with an organization in the same busi-1038 
ness sector. Be prepared to support a variety of ad hoc requests for information 1039 
from management, more so during any incident affecting the organization, to an-1040 
swer the often expected question, “Was this caused by a cyber attack?” 1041 

5.2.7 LEARNINGS AND COMMUNICATING  1042 

TO PARTNERS 1043 

Over time, there will be accumulated valuable information about the operations of 1044 
the enterprise IT environment that can inform risk management practices and ar-1045 
eas of valuable investment strategies. This offers an opportunity for learnings 1046 
that can also contribute to the identification of potential operational problems and 1047 
where improved efficiencies may be warranted. Specific processes should be in-1048 
corporated to communicate these learnings to partners across the enterprise and 1049 
to instill experienced threat data into the enterprise risk management process. 1050 

 1051 
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APPENDIX A—PRACTICAL ACTIONS  1052 

Using information in this guide, the following is offered as a practical set of ac-1053 
tions to consider for improving or beginning efforts focused on automating intelli-1054 
gence-sharing processes. The important action is to start and establish some 1055 
common objectives for your organization. 1056 

Organizations wishing to automate their threat intelligence need to answer three 1057 
basic questions: 1058 

1. Where and what can we automate? 1059 
2. What are key benefits of automation to be achieved? 1060 
3. How can we implement automation? 1061 

This guide covers all three of these questions.  1062 

PROCESS FOR DETERMINING WHAT TO AUTOMATE 1063 

Organizations are assumed to have an existing operating environment and, as 1064 
such, most likely need a “crawl, walk, and run” approach to automation. The fol-1065 
lowing process is suggested to determine where automation can be used, the 1066 
benefits or applying automation, and possible ways that automation can be ap-1067 
plied. 1068 

1. List sources of threat intelligence that you are either currently using or 1069 
plan to use. 1070 

2. For each information source, determine and record the following, to arrive 1071 
at a list of potential options for automation and process improvement 1072 
across information sources: 1073 
a. Using the information life cycle, describe how each source of threat in-1074 

telligence is or will be used. 1075 

b. Determine who the stakeholders are at each stage of the life cycle. 1076 

This can be organizations, departments, and individuals. 1077 

c. Determine the technologies used at each stage of the life cycle. At this 1078 

stage, this can be at a fairly high level; listing the systems involved is 1079 

sufficient for now. 1080 

d. Determine the level of automation that is currently used, or available 1081 

for use, at each stage of the life cycle. The levels of automation can be 1082 

used here. 1083 

e. Identify any constraints, “pinch points,” or “pain points” in the stages of 1084 

the information life cycle that are limiting your ability to make effective 1085 

use of the information source. 1086 

f. For each of the identified constraints, identify possible solutions. These 1087 

solutions do not specifically have to involve automation, as automation 1088 
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in another part of the information life cycle may require non-automa-1089 

tion-based solutions elsewhere for the benefits of the automation to be 1090 

fully realized. 1091 

g. For each life-cycle stage, assess options for automation. Record the 1092 

possible sources of automation in the life cycles for the information 1093 

source, and add any information on costs, implementation, and opera-1094 

tion available currently. 1095 

h. Describe the future state of the information life cycle for the information 1096 

source when both remediations to constraints and automation have 1097 

been applied.  1098 

i. Assess the benefits of the future state. Use the list of stakeholders 1099 

generated earlier to help determine benefits to all parties (as you 1100 

may need to persuade these stakeholders of the merits of ideas). 1101 

ii. Assess and estimate the costs of achieving the future state. Use 1102 

the list of stakeholders to help determine the costs for all relevant 1103 

stakeholders.  1104 

3. When all information sources have been assessed, look for commonalities 1105 
(e.g., the ability to use the same software platform for the automated pro-1106 
cess of multiple information sources) across potential solutions and infor-1107 
mation sources. 1108 

4. Create a short list of potential options that offer the most benefit. 1109 
5. Review these options with stakeholders to help determine which ones you 1110 

will choose to investigate in greater depth. 1111 

 1112 
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APPENDIX B—GLOSSARY 1113 

Selected terms used in this publication are defined below. 1114 

Alert: Timely information about current security issues, vulnerabilities, and ex-1115 
ploits. 1116 

Analysis: A detailed examination of data to identify malicious activity and an as-1117 
sessment of the identified malicious activity to existing threat information to say 1118 
something greater about the data at hand. 1119 

Automated Cybersecurity Information Sharing: The exchange of data-related 1120 
risks and practices relevant to increasing the security of an information system 1121 
using primarily machine-programmed methods for receipt, analysis, dissemina-1122 
tion, and integration. 1123 

Campaigns: In the context of cybersecurity, a campaign or attack via cyber-1124 
space that targets an enterprise’s use of cyberspace for disrupting, disabling, de-1125 
stroying, or maliciously controlling a computing environment or infrastructure, 1126 
destroying the integrity of the data, or stealing controlled information.  1127 

Computer Security Incident: See “Incident.” 1128 

Cyber Threat Information: Information (such as indications, tactics, techniques, 1129 
procedures, behaviors, motives, adversaries, targets, vulnerabilities, courses of 1130 
action, or warnings) regarding an adversary, its intentions, or actions against in-1131 
formation technology or operational technology systems. 1132 

Cybersecurity Information: Data-related risks and practices relevant to increas-1133 
ing the security of an information system. Examples include hardware and soft-1134 
ware vulnerabilities, courses of action, and warnings. 1135 

Cybersecurity Information Sharing: The exchange of data-related risks and 1136 
practices.  1137 

Cybersecurity Threat: An action on or through an information system that may 1138 
result in an unauthorized effort to adversely impact the security, availability, confi-1139 
dentiality, or integrity of an information system or information that is stored on, 1140 
processed by, or transiting an information system. The term does not include any 1141 
action that solely involves a violation of a consumer term of service or a con-1142 
sumer licensing agreement. 1143 

Cyber Threat Indicator: Information that is necessary to describe or identify 1144 

• malicious reconnaissance, including anomalous patterns of communica-1145 
tions that appear to be transmitted for gathering technical information re-1146 
lated to a cybersecurity threat or security vulnerability; 1147 

• a method of defeating a security control or exploitation of a security vul-1148 
nerability; 1149 
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• a security vulnerability, including anomalous activity that appears to indi-1150 
cate the existence of a security vulnerability; 1151 

• a method of causing a user with legitimate access to an information sys-1152 
tem or information that is stored on, processed by, or transiting an infor-1153 
mation system to unwittingly enable the defeat of a security control or 1154 
exploitation of a security vulnerability; 1155 

• malicious cyber command and control; 1156 

• the actual or potential harm caused by an incident, including a description 1157 
of the information exfiltrated because of a cybersecurity threat; or 1158 

• any combination thereof. 1159 

Defensive Measure: An action, device, procedure, signature, technique, or other 1160 
measure applied to an information system or information that is stored on, pro-1161 
cessed by, or transiting an information system that detects, prevents, or mitigates 1162 
a known or suspected cybersecurity threat or security vulnerability. 1163 

Event: Any observable occurrence in a network or system. 1164 

False Positive: An instance in which a security tool incorrectly classifies benign 1165 
content as malicious. 1166 

Incident: A violation or imminent threat of violation of computer security policies, 1167 
acceptable use policies, or standard security practices. 1168 

Incident Handling: The mitigation of violations of security policies and recom-1169 
mended practices. 1170 

Incident Response: See “Incident Handling.” 1171 

Indicator: An artifact or observable evidence that suggests that an adversary is 1172 
preparing to attack, that an attack is currently underway, or that a compromise 1173 
may have already occurred. 1174 

Malware: A program that is covertly inserted into another program or system with 1175 
the intent to destroy data, run destructive or intrusive programs, or otherwise 1176 
compromise the confidentiality, integrity, or availability of the victim’s data, appli-1177 
cations, or operating system.  1178 

Malicious Cyber Command and Control: A method for unauthorized remote 1179 
identification of, access to, or use of an information system or information that is 1180 
stored on, processed by, or transiting an information system. 1181 

Malicious Reconnaissance: A method for actively probing or passively monitor-1182 
ing an information system for discerning its security vulnerabilities, if such 1183 
method is associated with a known or suspected cybersecurity threat. 1184 

Monitor: To acquire, identify, scan, or possess information that is stored on, pro-1185 
cessed by, or transiting an information system. 1186 
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Mitigation: The act of reducing the severity, seriousness, or painfulness of secu-1187 
rity vulnerability or exposure. 1188 

Operational Analysis: Examination of any combination of threats, vulnerabili-1189 
ties, incidents, or practices that results in methods to protect specific data, infra-1190 
structure, or functions (e.g., incident analysis, identification of specific tactics, 1191 
techniques, procedures, or threat actors). 1192 

Real-Time Information Sharing: See “Automated Cybersecurity Information 1193 
Sharing.” 1194 

Secure Portal: A web-enabled resource providing controlled secure access to 1195 
and interactions with relevant information assets (information content, applica-1196 
tions, and business processes) to selected audiences using web-based technolo-1197 
gies in a personalized manner. 1198 

Security Control: The management, operational, and technical controls used to 1199 
protect against an unauthorized effort to adversely affect the confidentiality, in-1200 
tegrity, and availability of an information system or its information. 1201 

Security Vulnerability: Any attribute of hardware, software, process, or proce-1202 
dure that could enable or facilitate the defeat of a security control. 1203 

Signature: A recognizable, distinguishing pattern associated with an attack, such 1204 
as a binary string in a virus or a particular set of keystrokes used to gain unau-1205 
thorized access to a system. 1206 

Situational Awareness: Comprehension of information about the current and 1207 
developing security posture and risks, based on information gathered, observa-1208 
tion, analysis, and knowledge or experience. 1209 

Tactical Intelligence: Intelligence that provides information to assist those ac-1210 
tively involved in operational activities. (The context in this document is assisting 1211 
those defending enterprises from cyber threats.) 1212 

Threat: Any circumstance or event with the potential to adversely impact organi-1213 
zational operations (including mission, functions, image, or reputation), organiza-1214 
tional assets, individuals, other organizations, or the nation through an 1215 
information system via unauthorized access, destruction, disclosure, or modifica-1216 
tion of information, and/or denial of service. 1217 

Threat Actor: An individual or group involved in malicious cyber activity.  1218 

Threat Source: The intent and method targeted at the intentional exploitation  1219 
of a vulnerability or a situation and method that may accidentally exploit a  1220 
vulnerability.  1221 
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Vulnerability: A weakness in an information system, system security proce-1222 
dures, internal controls, or implementation that could be exploited by a threat 1223 
source.  1224 

 1225 
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APPENDIX C—ACRONYMS 1226 

AIS Automated Indicator Sharing 1227 

IACD Integrated Adaptive Cyber Defense 1228 

IEP Information Exchange Policy 1229 

IDEF-0 Integration Definition Schema and Function Modeling 1230 

IOC Indicator of Compromise 1231 

ISAC Information Sharing and Analysis Center 1232 

ISAO Information Sharing and Analysis Organization 1233 

NIST National Institute of Standards and Technology 1234 

OAuth Web Authorization 1235 

TIP Threat Intelligence Platform 1236 

TLP Traffic Light Protocol 1237 

XML Extensible Markup Language 1238 

 1239 


